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Consider two a v X end 1 with

I Xs Xm Possible vibes for

IT Ys Tn Possible values for 1

throughout this lemon we will denote with
P X Y their JOINT PROBABILITY and with P XM
and P Yl X their CONDITIONAL PROBABILITY

We will now define some of the most immortent
measures of information that oboe with two r v

CONDITIONAL ENTROPY

The conditional entrany of X given Y is defined as

H ly IIP Kii's bszptT.ms

H HY can be interacted as being the
remaining uncertainty about once we have
observed y

I 141 x can be defined analogously



HLX H ties the following anoxerties

Generally H X Y HEY IX ASYMMETRIC

O E H XM E HCx

Thot is by observing a n.ro like Y we can

only DECREASE the uncertainty of if the
two events are correlated

Ea Xand y are

H X Y H X L y
INDEPENDENT

H XIX 0

That is if we observe then the uncertainty
of X is 0

JOINTEN TROPY

The sointentroxy of X end 1 is defined as

H X y
i

Phi Ys 682
my

H X 1 has the following proxerties

H X 1 HEYX SYMMETRIC

max Han Han E HCx y e HLX TH Y



H X y H X t HC1 s x t 1

The nowt follows from noting thot if Ly
then Pki Yes Phi PHS

MUTUALINFORMATIONT

The mutual information of X and Y is
defined as follows

ICx 1 i i.FI iPCxi.ys log PLxi
Phi P Ys

I X Y can be used to measure the information
that is common between X and Y notice that if
it 1 that is if x and Y are independent end
do not share any information then the ay of
the log is 1 and thus the mutual information is 0

I LX 1 has the following anoxerties

Sf X L y I Lx 1 0

TODO
O E I Lx Y E min HCN HC11

I X X H X

I X Y I LY X SYMMETRIC



RELATIONSBETWEENMEASURESCLOFINFORMATION

The following formulas show how the inreviorsly
defined measure of information are related to
each other

H X Y H Cx ly t HH H Yl x t HCx

I X 1 HEX H XH HEY HC11 1

IC X Y H X t HH H X 1

We can ohv the VENN DIAGRAMS to construct e
model of information in which to express the
various relations

CASEIIIC.MY

HCXlY HC11 1
ICKY

HH
HCM

HWY



CASEIIi.IE

OHCXlY
HC11 1

HEX HH

HEX 1

USAGE0FMEASuRES0F1NF0RMATI

The measures introduced so far can be wed
to erolyze the correlation between FEATURES

in a given DATASET

A FEATURE is a characteristic of the obsect we are

trying to study Every obsect hes a inarticulate set
of measures for each feature we are interested in

We can use the context of RANDOM VARIABLES to
model the different features in a dataset



We can ere the measures introduced so far to
do various things with our date Forexample we could
try to reduce the Redundancy of the information
arerent in on dotaret by removing features that
are too similar to other features present in our

dataset

EXTENSION TO CONTINUOUS CASE

All of the measures defined can be extended

to the continuous core by following these
rules of thumb
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